**GENAI Kavramlar ve Bilgi Notu**

**1. LLM (Large Language Model)**

Büyük dil modelleri; çok büyük metin veri kümeleriyle eğitilmiş, insan benzeri metin üretebilen , soruları yanıtlayan, çeviri yapabilen, sohbet edebilen ve kod yazan modellerdir.

LLM’ler, çok büyük metin koleksiyonları (kitaplar, internet siteleri, belgeler...) üzerinde eğitilir. Bu sayede bir kelimenin veya cümlenin ne geleceğini “tahmin edebilir”.

Örnekler aşağıdakş tabloda yer almaktadır:

| **Model Adı** | **Geliştirici** | **Öne Çıkan Özellik** |
| --- | --- | --- |
| **GPT-4** | OpenAI | Çok yönlü, çok dil bilen |
| **Claude** | Anthropic | Güvenliğe odaklı |
| **LLaMA** | Meta | Açık kaynaklı |
| **Gemini** | Google DeepMind | Multimodal destekli |

**LLM’lerin Sınırlamaları**

**Halisülasyonlar**: Gerçekte olmayan bilgileri gerçekmiş gibi üretebilir.

**Güncel veri eksikliği**: Eğitildiği tarihten sonra olan olayları bilemeyebilir (eğer harici kaynaklara bağlı değilse).

**Yanlılık (Bias)** içerebilir. Bu kapsamda toplum tarafından genel olarak kabul gören ırkçı, ayrımcılığa neden olan söylemler içerbilir.

**2. Prompt Engineering**

Bir yapay zeka modelinden en iyi çıktıyı alabilmek için **nasıl bir komut (prompt)** verilmesi gerektiğini planlama, test etme ve iyileştirme sanatıdır.

Örn: "Explain quantum physics like I'm 5."

**Prompt Türleri:**

| **Tür** | **Açıklama** |
| --- | --- |
| **Zero-shot** | Hiç örnek verilmeden görev istenir. |
| **Few-shot** | Görevle ilgili 1-2 örnek verilir. |
| **Chain-of-thought** | Modelden düşünerek adım adım yanıt vermesi istenir. |
| **Role-based** | “Sen bir avukatsın, şu dilekçeyi yaz” gibi roller tanımlanır. |
| **Instructional** | “X yap, sonra Y yap. Sonucu listele.” gibi adım adım talimatlar verilir. |

**3. Temperature**

Modelin yanıtlarında ne kadar *“yaratıcı”* ya da *“tutarlı”* olacağını belirleyen bir parametre.

**Nasıl Çalışır?**

* **Temperature değeri 0’a yakınsa (örneğin 0 - 0.3):**  
  → Model daha **tutarlı**, **kesin** ve **tekrar eden** yanıtlar verir.  
  → Genelde daha **güvenilir** ve **gerçekçi** sonuçlar alınır.  
  → Hallucination riski düşer ama yaratıcılık sınırlıdır.
* **Temperature değeri yüksekse (örneğin 0.8 - 1.0):**  
  → Model daha **yaratıcı**, **sürprizli** ve bazen **absürt** yanıtlar üretir.  
  → Farklı alternatifler sunabilir ama doğruluk azalabilir.

| **Temperature** | **Özellikleri** | **Kullanım Alanı** |
| --- | --- | --- |
| 0 - 0.3 | Güvenilir, tekrar eden, tutarlı | Kodlama, teknik özet, akademik içerik |
| 0.4 - 0.7 | Dengeli, hem doğru hem yaratıcı | Blog yazısı, açıklamalar, e-posta |
| 0.8 - 1.0 | Yaratıcı, rastgele, riskli ama ilginç | Hikaye, şiir, reklam metni, ilham verici |

**4. Fine-tuning**

Genel amaçlı bir LLM’i, özel bir görev veya sektöre uygun hâle getirmek için yeniden eğitme süreci. Farklı bir ifade ile; **Fine-tuning**, önceden eğitilmiş (pretrained) bir büyük dil modelinin, **belirli bir görev** veya **alan** için **yeniden ve özel olarak eğitilmesidir**.

Modelin **daha isabetli ve özelleşmiş** cevaplar vermesi için Fine-Tuning yapılır.

Belirli bir jargon, yazım dili veya bilgiye adapte olması ve alanın terimlerine hakimiyeti için de Fine-Tuning yapılır.

Örneğin hukuk, tıp, finans gibi alanlara özel içerik üretmesi için Fine-Tuning yapılması daha isabetli sonuçlar almamızı sağlar.

**Fine-Tuning vs Prompt Engineering**

| **Özellik** | **Fine-Tuning** | **Prompt Engineering** |
| --- | --- | --- |
| **Uzun vadeli öğrenme** | ✅ Modelin kendisini değiştirir | ❌ Model sabit kalır |
| **Gereken veri** | Çok sayıda örnek gerekir | Genelde tek bir prompt yeterlidir |
| **Maliyet** | Yüksek (donanım, zaman) | Düşük |
| **Esneklik** | Belirli görevlerde güçlü | Genel kullanımda daha esnek |

**5. RAG (Retrieval-Augmented Generation)**

RAG, büyük dil modellerinin (LLM'lerin) dış veri kaynaklarından bilgi araştırarak ve ardından bu bilgiyi kullanarak doğru, güncel ve bağlama uygun yanıtlar üretmesini sağlayan bir yöntemdir.

*“Retrieval” = Bilgi çekme*

*“Generation” = Cevap üretme*

*İkisi birleşince: Bilgiyi getir + üzerine mantıklı yanıt oluştur.*

**RAG Geliştirilmesinin Nedeni:**

* LLM'ler sadece eğitim aldıkları verilerle sınırlıdır (cut-off tarihleri var)
* Bilgi **güncellenemez** veya **sonradan eklenemez**
* “Hallucination” riski yani yanlış/uydurma bilgi üretme olasılığı yüksektir

**RAG ise bu sorunlara çözüm getirir.**

**RAG Nasıl Çalışır?**

RAG sistemleri genelde şu adımlarla çalışır:

1. **Kullanıcı bir soru sorar**
2. Sistem, **önceden indekslenmiş bir bilgi kaynağında** (veritabanı, belge koleksiyonu, knowledge base) bu soruyla **ilgili parçaları (passage, snippet) arar**
3. Bulduğu bu bilgileri, LLM’e **bağlamsal bilgi** olarak verir
4. LLM, sadece kendi "hafızasıyla" değil, aynı zamanda bu getirilen bilgilerle **yanıt oluşturur**

**RAG Avantajları**

| **Özellik** | **Açıklama** |
| --- | --- |
| ✅**Güncellik** | API, veritabanı veya belge ile her zaman en güncel bilgiye ulaşır |
| ✅ **Daha az hallucination** | Model, uydurmak yerine gerçek veriye dayanır |
| ✅ **Şeffaflık** | Kaynak gösterilebilir (“Bu cevabı şu belgede buldum” gibi) |
| ✅ **Veri ile öğrenme gerekmez** | Modeli yeniden eğitmeden bilgiye ulaşmak mümkündür |

**Nerelerde Kullanılır?**

* **Kurumsal chatbotlar:** Belgelerden bilgi çeksin ama cevapları doğal dilde verir.
* **Arama motorları:** Cevapları klasik sonuç listesi yerine akıllı metinlerle gösterir.
* **Eğitim asistanları:** Kaynaklı, sağlam ve referanslı cevaplar sunar.
* **Yapay zeka hukuk danışmanları:** Yönetmelik, yasa, karar gibi metinlerden bilgi alır.

**Not:** LLM yaratıcı ama unutkandır. Arama sistemleri bilgili ama sıkıcıdır. RAG ikisini birleştirerek hem bilgili hem doğal yanıtlar sağlar.

**6. Embedding (Gömme)**

Embedding, kelimeleri, cümleleri veya hatta belgeleri sayılardan oluşan vektörlere (yani matematiksel temsilcilere) dönüştürme yöntemidir.

**Amaç:** Anlamları sayısal bir forma çevirmek ve benzer olanları matematiksel olarak yakınlaştırmak.

**Embedding yapılmasının nedeni:** Bilgisayarlar kelimeleri “elma, masa, adalet” gibi anlayamaz. Onlara bir anlam verebilmek için her birini matematiksel bir uzayda konumlandırırız.

**Embedding Ne İşe Yarar?**

* **Semantik Arama:** Aynı anlama gelen farklı kelimeleri yakalar

"telefon kablosu" ≈ "şarj kablosu"

* **Chatbotlar:** Kullanıcının ne demek istediğini anlar

“Bugün hava nasıl?” ≈ “Bugünkü hava durumu nedir?”

* **RAG sistemleri:** Soru ile ilgili en yakın belge parçasını bulmak için kullanılır
* **Benzerlik Tespiti:** Cümleler veya belgeler benzer mi?

**Nerelerde kullanılır?**

| **Uygulama** | **Açıklama** |
| --- | --- |
| **Google Arama** | Kelimelerin anlamını anlar, tam eşleşmeye bağlı kalmaz |
| **Chatbotlar** | Kullanıcının niyetini çözümler |
| **LLM’ler (ChatGPT)** | Hafızasını yönetmek için vektörlerle çalışır |
| **Bilgi grafikleri** | Benzer düğüm/ilişki tespiti |

**Embedding üretmek için kullanılan bazı yöntemler:**

* **Word2Vec**
* **GloVe**
* **FastText**
* **BERT / Sentence-BERT**
* **OpenAI Embeddings (text-embedding-ada-002 gibi)**

Embedding, yapay zekanın kelimeleri ve kavramları “anlamca yakınlık” üzerinden sayılarla anlamasıdır.  
Bu sayede makineler artık sadece “ne söylendiğini” değil, “ne demek istendiğini” de anlayabilir.

**Özetle,** Embedding Kelimelerin veya cümlelerin matematiksel olarak vektörlere dönüştürülmesi.  
🡪 Semantic search ve vektör veritabanı sorgularında kullanılır.

**7. Token**

**Token**, bir dil modeli (örneğin ChatGPT, GPT-4, BERT vb.) tarafından **işlenmek üzere parçalara ayrılan kelime, kelime parçası ya da işarettir**. Yani model kelimeleri tam olarak değil, onları daha küçük **"token"** adlı birimlere çevirerek işler.

Token her zaman bir kelime değildir. Bazen kelimenin bir kısmı da token olabilmektedir.

Örnek: “Merhaba Dünya!” = Bu cümle model tarafından örneğin şöyle token’lara ayrılabilir: “Mer” - “haba” - “dün” - “ya”-“!”🡪 Yani bu 2 kelime + 1 noktalama = **5 token** olabilir.

Örnek 2: Cümle: *"Artificial intelligence is amazing."* Şu şekilde Token’lar olabilir: “Artificial” - “ intelligence” -“ is” -“ amazing”- “.” 🡪 Bu da yine 5 token.

**Token sayısının Önemi**

1. **Maliyet**: OpenAI gibi servisler, token sayısına göre ücret alır.  
   Örn: 1000 token ≈ 750 kelime
2. **Kapasite**: Bir modelin işlem yapabileceği maksimum token sayısı vardır.  
   Örn: GPT-4 Turbo = 128,000 token kapasiteye kadar çıkabilir.
3. **Bellek**: Bir önceki konuşma geçmişi, token bazında hatırlanır.

**Özetle,** Token, bir modelin "anlayabilmesi" için metnin parçalara ayrılmış halidir.  
Tüm metinler, modelin anlayacağı dijital kelime parçacıklarına dönüştürülür.

**8. Hallucination (Halüsinasyon)**

Modelin, gerçekte var olmayan ama inandırıcı görünen yanlış bilgi üretmesi.

**Neden Hallucination Olur?**

1. Modelin eğitildiği verilerde eksik/yanıltıcı bilgi olabilir.
2. Model, cevabı bilmese bile boşluk doldurmak ister.
3. Model, tahmin yaparak çalışır. “Bilmek” gibi anlamaz.
4. Gerçek kaynaklara bağlı değildir (örneğin bir veritabanı ya da güncel web).

**Nasıl Önlenir?**

1. **Retrieval-Augmented Generation (RAG)** **kullanılarak:** Modelin güncel bilgiye erişmesi sağlanır (örneğin: veritabanı, doküman, arama motoru).
2. **Bilgi grafikleri (Knowledge Graph)** ile desteklenerek.
3. **Daha iyi prompt engineering** ve doğrulama adımları ile.
4. **Kaynak gösterimi** zorunlu tutularak.

**9. Knowledge Graph (Bilgi Grafiği)**

**Gerçek dünya varlıklarını** (kişi, yer, nesne, kavram) ve **bunlar arasındaki ilişkileri** gösteren **graf yapısında bir veritabanıdır.** Yani: Nesneleri **düğümler (nodes)** olarak, aralarındaki bağları ise **ilişkiler (edges)** olarak gösterir.

**Temel Unsurlar:**

1. **Düğüm (Node):** Kişi, yer, şey, kavram  
   Örn: “Einstein”, “Fizik”, “Almanya”
2. **İlişki (Edge):** Aralarındaki bağlantı  
   Örn: “doğdu”, “çalıştı”, “uzmanlık alanı”
3. **Özellik (Property):** Varlıkların detayları  
   Örn: “doğum yılı: 1879”
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Yapay zeka tarafından oluşturulan içerik yanlış olabilir.](data:image/png;base64,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)

**Ne İşe Yarar?**

* Bilgileri daha **anlamlı** ve **bağlantılı** tutar.
* LLM’leri **gerçek bilgilerle desteklemek** için kullanılır.
* Karmaşık sorulara **daha doğru cevaplar** üretir.
* Arama motorlarında (Google, Bing) **daha iyi sonuçlar sağlar.**

**LLM ile İlişkisi:**

Bir LLM (örneğin GPT-4) bazen “halüsinasyon” yapar. Ama Knowledge Graph kullanılırsa, model gerçek bilgiye dayalı cevaplar üretir. Yani: “Bilgi grafiği = Yapay zekâya referans verebileceği sağlam bir bilgi kaynağı.”

**Nerelerde Kullanılır?**

Google arama sonuçları – Chatbotlar - Akıllı asistanlar (Siri, Alexa) - Medikal bilgi sistemleri - Finansal analiz sistemleri

**10. Zero-shot / Few-shot Learning**

**Zero-shot learning** (sıfır-şut öğrenme), **modelin daha önce hiç görmediği bir görev veya örnek üzerinde doğru sonuç üretmesidir**. Başka bir deyişle, model, verilen görevle ilgili eğitim verilmeden **doğrudan** çözüm üretmeye çalışır.

**Temel Özellik:**

* **Model, eğitim verisinde olmayan yeni örneklerle çalışır.**
* Modelin, görevle ilgili bilgi **doğrudan** verilmez, ancak **genel bilgi** ve **daha önce öğrendikleri** kullanılarak doğru cevaplar üretmeye çalışır.

**Örnek:** Bir model hiç "kendi fotoğrafını çekme" göreviyle eğitilmemiştir, fakat “Bir kişinin fotoğrafı nasıl çekilir?” gibi genel bilgilerle eğitilmiştir. Bu model, birinin fotoğrafını çekme görevini hiç görmeden doğru şekilde yapabilir.

**Zero-shot Kullanım Alanı:**

* **Doğal dil işleme (NLP)**: Eğer bir model daha önce belirli bir soru-cevap tipini görmemişse, sıfır-şut öğrenme sayesinde bu yeni sorulara doğru cevap verebilir.
* **Görüntü sınıflandırma**: Model, daha önce hiç görmediği bir nesnenin fotoğrafına bakarak o nesneyi sınıflandırabilir.
* **Çoklu dil modelleme**: Model, hiç eğitilmediği bir dilde bile metin anlayışı yapabilir.

**Few-shot Learning (Az-şut Öğrenme)**

**Few-shot learning**, **modelin belirli bir görevi çok az örnekle öğrenmesi** anlamına gelir. Bu durumda model, birkaç örnek üzerinden görev öğrenir ve doğru sonuçlar üretmeye çalışır.

**Temel Özellik:**

* **Model sadece birkaç örnekle eğitilir**.
* Model, bu örnekleri kullanarak, benzer yeni verilerde doğru sonuçlar vermeye çalışır.

**Örnek:** Bir model, 5 farklı matematiksel problem örneğiyle eğitildiğinde, bu örnekleri kullanarak benzer sorulara cevap verebilir. 5 örnekle doğru cevaplar verebilir.

**Few-shot Kullanım Alanı:**

* **Doğal dil işleme (NLP)**: Model, yalnızca birkaç örnekle yeni bir metin türünü anlayabilir veya benzer dil görevlerini yerine getirebilir.
* **Kişisel asistanlar**: Bir dil modeli, kullanıcının alışkanlıklarını birkaç etkileşimle öğrenebilir.
* **Görüntü sınıflandırma**: Model, yalnızca birkaç örnekle yeni bir kategori öğesini tanıyabilir.

**Farklar:**

* **Zero-shot: Model eğitim verisi olmadan ve hiç görmediği bir görevde doğru cevaplar üretir.**
* **Few-shot: Model, yalnızca çok az örnekle eğitilir ve yeni görevde başarılı olur.**

**Kısaca Özet:**

* **Zero-shot: Model hiç örnek görmeden doğru tahminler yapar.**
* **Few-shot: Model sadece birkaç örnekle eğitilir ve yeni görevlerde doğru sonuçlar üretir.**

**Kullanım Örnekleri:**

* **Zero-shot learning: “Bugün hava nasıl?” sorusunu model hiç görmediyse de, genel bilgiyle doğru bir yanıt verir.**
* **Few-shot learning: “Hangi filmler bana hitap eder?” sorusunda model, 3-4 öneriye dayalı olarak daha fazla öneri sunar.**